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Ising model on trees
Consider an ideal magnet with a 𝑑-tree lattice structure 𝑇 (𝑑) as follows.
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Figure 1: 𝑑 = 1
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Figure 2: 𝑑 = 2

• The orientations of the spins are governed by a state 𝜇, a probability mea-
sure over all possible configurations 𝒜𝑇 (𝑑) ≔ {+1, −1}𝑇 (𝑑) .

• The free energy of 𝜇 restricted to initial 𝑛-subtree Δ𝑛 is

𝐹𝑛(𝜇) = ∫ 𝜑𝑛𝑑𝜇 − ℎ𝑛(𝜇) (𝛽 > 0),

where, for some constant 𝑎, 𝑏 ∈ ℝ,

(entropy) ℎ𝑛(𝜇) = ∑
𝑤∈ 𝒜Δ𝑛

−𝜇[𝑤] log 𝜇[𝑤],

(internal energy) 𝜑𝑛(𝑥) = ∑
𝑔∈Δ𝑛∖{root}

𝑎𝑥𝜍(𝑔)𝑥𝑔 + ∑
𝑔∈Δ𝑛

𝑏𝑥𝑔,

with 𝜍(𝑔) denoting the parent of 𝑔.
• An equilibrium state is a state 𝜇 minimizing the free energy per site

𝐹(𝜇) = lim sup
𝑛→∞

1
𝑛

𝐹𝑛(𝜇).

The equilibrium state is the one that could be observed macroscopically.

Properties

(𝒅 = 𝟏) There is a unique invariant equilibrium 𝜇, which is Markov and

𝐹(𝜇) = −𝑃  with 𝑃 ≔ lim sup
𝑛→∞

1
|Δ𝑛|

log ∑
𝑤∈ 𝒜Δ𝑛

sup
𝑥∈[𝑤]

𝑒−𝜑𝑛(𝑥).

Moreover, lim𝑛→∞
1
𝑛𝜑𝑛(𝑥) + lim𝑛→∞

1
𝑛 log 𝜇[𝑥Δ𝑛

] = −𝑃  for 𝜇-a.e. 𝑥.

(𝒅 ≥ 𝟐) R. M. Burton, C.-E. Pfister, and J. E. Steif [1] showed

inf{𝐹(𝜇) : 𝜇 invariant} > −𝑃 iff (𝑎, 𝑏) ≠ (0, 0).

Question

• Can we identify the equilibrium state (without invariance assumption)?
• For Markov measures, is there a pointwise convergence?

Setting
• The questions are studied under the following setting. Let 𝒜 be a finite set

and 𝐴 ∈ 𝑅𝒜 × 𝒜
≥0 . Assume the system is defined by

(configurations) 𝒯𝐴 = {𝑥 ∈ 𝒜𝑇 (𝑑) : 𝐴𝑥𝑔,𝑥𝜍(𝑔)
> 0, ∀𝑔 ∈ 𝑇 (𝑑) ∖ {root}}

(internal energy) 𝜑𝑛(𝑥) = − ∑𝑔∈Δ𝑛∖{root} log 𝐴𝑔,𝜍(𝑔)

with an additional assumption

(irreducibility) ∀𝑎, 𝑏 ∈ 𝒜, ∃𝑛 ∈ ℕ such that (𝐴𝑛)𝑎,𝑏 > 0.

• For simplicity, define Ψ𝐴,𝑑 : ℝ𝒜
≥0 →∈ ℝ𝒜

≥0 as Ψ𝐴,𝑑(𝑢) = (𝐴𝑇 𝑢)𝑑.

Result 1: equilibrium states

Theorem (J.-C. Ban and Y.-L. Wu [2])

There is a layer-dependent Markov equilibrium 𝜇 with

𝐹(𝜇) = −𝑃 with 𝑃 ≔ lim sup
𝑛→∞

1
|Δ𝑛|

log ∑
𝑤∈ 𝒜Δ𝑛

sup
𝑥∈𝒯𝐴∩[𝑤]

𝑒−𝜑𝑛(𝑥).

Moreover, lim sup𝑛→∞
1

|Δ𝑛|(𝜑𝑛(𝑥) + log 𝜇[𝑥Δ𝑛
]) = −𝑃  for 𝜇-a.e. 𝑥.

Note: The equilibrium 𝜇 found above is not unique.

Result 2: pointwise convergence

Remark

• 𝐴 is irreducible iff there exists a partition (𝒜𝑗)
𝑝−1
𝑗=0  of 𝐴 such that

𝑎 ∈ 𝒜𝑖, 𝑏 ∈ 𝒜𝑗 if and only if (𝐴𝑝𝑛+𝑗−𝑖)
𝑎,𝑏

> 0 for all large 𝑛 ∈ ℕ.

• If 𝜇 is a Markov measure with transition matrix 𝑀  and 𝐴 = 𝑀 , then

𝜑𝑛(𝑥) = log 𝜇([𝑥Δ𝑛
] | 𝑥root).

Therefore, it suffices to study merely 1
|Δ𝑛|𝜑𝑛(𝑥).

Theorem (J.-C. Ban, G.-Y. Lai, and Y.-L. Wu [3])

Suppose 𝜇 is a invariant Markov measure with (irreducible) transition ma-
trix 𝑀  and supp(𝜇) = 𝒯𝐴. If 𝑎 ∈ 𝒜0, then for every interval 𝐼 ⊂ ℝ,

lim
𝑛→∞

1
|Δ𝑝𝑛+𝑗|

log 𝜇(
log 𝜑𝑝𝑛+𝑗(𝑥)

|Δ𝑝𝑛+𝑗|
∈ 𝐼 | 𝑥root = 𝑎0) = sup

𝛼∈𝐼
Λ∗

𝑗(𝛼)

where Λ∗
𝑗(𝛼) = sup𝜇∈ℝ 𝜇𝛼 − lim𝑛→∞

1
|Δ𝑛| log‖Ψ𝑝𝑛

𝐴𝜇⊙𝑀,𝑑(1𝒜𝑗
)‖. In particu-

lar, for 𝜇-a.e. 𝑥 satisfying 𝑥root = 𝑎0,

lim
𝑛→∞

𝜑𝑝𝑛+𝑗(𝑥)
|Δ𝑝𝑛+𝑗|

= 𝛼𝑗 ≔ 𝔼(
𝜑𝑝(𝑦)

|Δ𝑝 ∖ {root}|
|{𝑦 : 𝑦root ∈ 𝒜𝑗}).

Application
• By introducing a metric 𝐷(𝑥, 𝑦) = 𝑒sup{−|Δ𝑛|:𝑥Δ𝑛=𝑦Δ𝑛} for 𝒯𝐴, we have the

following theorem.

Corollary

Let 𝐴 ∈ {0, 1}𝒜 × 𝒜 be irreducible and ℛ𝑝,𝑑 = {𝑟 ∈ (0, 𝑑]𝑝 : ∏𝑝−1
𝑖=0 𝑟𝑖 = 1}.

𝑑−1 dim𝐵 𝒯𝐴 = dim𝐵 𝒯𝐴 = dim𝑃 𝒯𝐴 = max
𝜇

dim𝑃 𝜇 = lim
𝑛→∞

‖Ψ𝑛
𝐴,𝑑(1)‖
|Δ𝑛|

dim𝐻 𝒯𝐴 = max
𝜇

dim𝐻 𝜇 = min
𝑟∈ℛ𝑝,𝑑

(∑
𝑝−1

ℓ=0
∏

ℓ

𝑖=0
𝑟−1
𝑖 )

−1

⋅ log 𝜌(ℒ𝐴,𝑟)

where ℒ𝐴,𝑟 ≔ Ψ𝐴,𝑟𝑝−1
∘ ⋯ ∘ Ψ𝐴,𝑟0

 with

𝜌(ℒ𝐴,𝑟) = sup{𝛼 ∈ ℝ : ℒ𝐴,𝑟(𝑢) = 𝛼𝑢 ∈ ℝ𝒜
≥0 ∖ {0}}.
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